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From a single PC to a grid
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4 \What is the Grid?
aesGrilles

The World Wide Web provides seamless
access to information that is stored in
many millions of different geographical
locations

In contrast, the Grid is a new computing
Infrastructure which provides seamless
access to computing power, data and
other resources distributed over the
globe

The name Grid is chosen by analogy
with the electric power grid: plug-in to
computing power without worrying
where it comes from, like a toaster




The grid added value for international
collaboration
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Enabling Grids for E-sciencE

Grid Statistics at your finger tips

E%, GStat 2.0

Geo View LDAP Browser Summary Views http://gstat—deV/gStat/geO

Geo ;. Open Layers

Lo P :
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Isers -
CPU: &9 I§

Other options

| 39Pb tape
. Df)wnlboad_che KML file . . .
* View it with Google Maps 12 million jobs/month +45% in one year




User Communities

Enabling Grids for E-sciencE

Consistent doubling every 12-18 months.

High Energy P.hys_lcs largest users ./ c_on_trlbutors
Growing contributions from other disciplines

AstroPhy & 20 373
Astronomy
- 80000 Comp Chem 4 347
£ 70000 _
E° — Comp Sci 4 21
ﬁl 50000 Earth Sci 7 142
< 40000 Fusion 2 68
L)
S 30000 High Energy Phys 36 8577
& 20000 o
® 10000 Life Sci 9 379
o 5 7 “Regional” 26 1658
N IS IS IS IS IS IS IS 00 00 00 00 0 0 0 0 0 0 0 00 O O O O
993939232329 2923932232322 %S |Other 28 1816
ct3Y053852555£535855885355
52700 z07u3<53572vw020 w3 TOTAL 136 13381
CIC Portal: http://cic.gridops.org/ >13000
Accounting Portal: http://www3.egee.cesga.es/ Registered Users

EGEE-II INFSO-RI-031688 Bob Jones - EGEE09 6



CGRe e Training events

v smtawmaEw o

.‘ ') . \.'
"\\“'

Ale ;,

f\

Hannover _ .Polska I!L

; ‘_Deuuchlund iend
em:any 0O BW
<ot ¢

\9-“ .
Reoms. S P o Yxpaina

et s UG 2 \ st Ukraine

N o . ey £ o e Mo\ld:\u
Nantes - France Wiy : \ g Chiginau D=
' Sp=—"" o aret Romania

. ° , I
O Bolo-gna ""r::’b? s Buc:resti
Bordeaux M ) Srbija

‘ S92 itatia | \ RSerbi

: lle ftaly % Pnstnnsd~ Bwnrapus

Y ot Zafa goza Tirane Bulgans _ Samsun Georgla
> :

M rld~ Barc - .
e “ ~- St anoln. Ban m—_— ; Em‘mm

Portugal - E V‘ . 2 Bursa Ankars : R
( wrciol o ) 1Zmir . Tarkiye % .V_an
Lisboa Jsevilla ) © _ Konyn Turkey | D!yarb' .a L

e -

Mblogh El-Jazair ey A0S - (o pa@ @ Gaziantep
L _ "-’ Antalya, '

Rabat
Baghdad

q .

http://bit.ly/EGEEtrainingmap

Morocco



CHEE From EGEE to EGI

Enabling Grids for E-sciencE

- EGEE was a project funded by the European
Commission within FP7

« EGIis afederation of National Grid Initiatives
— EC is funding the glue between the national grids

Testbed phase ? Initial production phase Routine usage phase

Sustainable e-Infrastucture
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rsfivat Are grids only for rich countries ?

divide

e Clouds are not'!

« Grids are powerful instruments to address digital

« All grid users access the same services and
resources

 Requirement: an access point (or User Interface) to the grid
There are two conditions

 Network connectivity

o Training of local users and administrators




Other grid infrastructures around the world

G

nabling Grids
for E-scienc

Open Science Grid

TeraGrid

W Davbuaes
. Ewrcpean
MOl
* Supernomeutng
* * ASphCabors

Countries connected to the EGEE Infrastructure

Countries connected fo the Infrastructure wia the US Open Science Grid
Countries in the EELA project

Countries in the ELMedGnd project

Countries in the BatticGrid project

Seimraag

NHB‘G' Countries in the SEE-GRID project

Countries in the EUIndaGnd project
Countries in the EUChinaGnd project
Countries in several regional projects
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Cost for in silico

experiment:

Grid-enabled in silico drug discovery

- . . ©0000¢,0
| 1 Million drug-like chemical compounds l ............ e o )
9000000000000 o000 00 " 1

FLEXX/ .
AUTODOCK Molecular docking .-l
) [
10.000 drug-like compounds :
e [ J
\ 4 <
AMBER Molecular dynamics l.’

- [}
1000 drug-like compounds :
\4 .
................................................................ - e
% Complex N
L °
% visualization
[ ] v

CHIMERA

100 drug-like compounds

100 CPU Years

Cost for in vitro

tests:

1-10S per
compound

success
rate for in

vitro tests
WET LABORATORY




WISDOM
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> 2005 2006 2007 2008 2009
Wisdom-I DataChallenge Wisdom-lII DataChallenge
Malaria Avian Flu Malaria Diabetes
Plasmepsin Neuraminidase 4 targets Alpha-amylase, maltase
GRIDS EUROPEAN PROJECTS INSTITUTES
e 4
* gl P
v = e AN
EGEE,_Auvergrid, Embrace SCAI, CNU
TwGrid, EELA, EGEE Academica Sinica of Taiwan
EuChina : :
, ) ) ITB, Unimo Univ,, LPC, CMBA
EuMedGrid BiolnfoGrid

CERN-Arda, Healthgrid, KISTI

More than 15 papers in peer-reviewed scientific journals

5 patents on molecules




WISDOM partners
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LPC Clermont- SCAI Fraunhofer:
Ferrand: Knowledge extraction,
Biomedical grid Chemoinformatics KISTI
CEA, Acamba project: 7 G technolo
Biological targets, s W Univ. Modena: v
Chemogenomics : ol ® Biological targets, Chonnam Nat. Univ.
- Molecular Dynamics :
% In vitro tests
HealthGrid: i
Biomedical grid, . .ITB CNR'.
Dissemination Bioinformatics, Academica Sinica:

Molecular modelling Grid user interface

Univ. Los Andes:

Biological targets,
Malaria biology

Univ. Pretoria:
Bioinformatics

Malaria biology




Discovering new drugs in Vietnam

PDB database

> 50.000 3D structures
including biological targets
for cancer;, ' malaria, AIDS...

¥ QHE!

>
Jf. Q' [} e
4 4 X gl Question: are these products
§ Ve © potentially
v » active against cancer, malaria,
'.""00ooooo.ooo..oo-oooonoioo-.u--oO“. AlDS’?
FLEXX/ Molecular docki
" {. olecu a.r ocking .,'{ .
: : ¥ Q’ . i Local DataBase of
. b : s 3 S Hanol ocal DataBase o
'-,I Molecular dynamics 3 A g : Natural chemical
HEEE ., ; INPC products extracted
- s - 'l from local
) . omplex T .
v s s visualization biodiversity

Answer: focussed list of biological targets on
which the compound is most active in silico

WET LABORATORY




t Viruses
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Monitoring the evolution of influenza

Daily download

& N
T

NCB| !
} Qy [ 8
International cHd | ]
database of influenza DataBase /

g ’
¥ ﬁ - - mgeriome sequences
"

Local database
of influenza genome
sequences

Grid
: DataBase
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Screening

Invitation:

Structure

+ A

All women > 50

Breast cancer screening

v

Cancer
treatment

loop

Biopsy
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Problem :
Data transfer

from labs to
screening
structure

3

Anatomical

pathology
report



Architecture

f Anatomic pathologist 1
/ Patient \
y Cancer screening structures -,

4

Physician ED

Selective data export :\‘
@ S
Grid Server Anatomic pathology
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Server

Data Import g
XD <

Grid Server o
Client & Supplier

Business Software

A

/ Hospital Anatomic pathologist service \

Physician ﬁ

P,

National Health

, __________..---—"—- Selective data export =
() NS
- Anatomic pathology
Grid Server Server
Sanitary watch

Cancer treatment centre

\

Physician ﬁ

———

Selective data export :\‘
S
Client : National Health Grid Server Anatonéi: rs::hologyJ
Statistics query \v
—_—
Clteqts : Assocle?tlons « Public health Q — Radiology service \
Patient data retrieval NP ;
—_——— — — Grid Client / R & Physician
Clients : National Health / [ wﬁ .
Region Firewall ’
SiEtsies quany INTERNET ‘: Selective data export :‘
Client : Patient N & S

Grid Server

Image Server (DICOM)
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7<= Where grids can help medical
development in developing countries
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Improve the ability to undertake health innovation
» Strengthen the integration of life science research laboratories in

the world community

Provide access to resources
Provide access to bioinformatics services

Contribute to the development and deployment of new drugs and

vaccines
(modeling, molecular biology)
Improve the deployment of clinical trials on plagued areas

Improve collection of epidemiological data for research
e Speed-up drug discovery process (in silico virtual screening)

 |Improve disease monitoring
 Monitor the impact of policies and programs
 Monitor drug delivery and vector control
 |mprove epidemics warning and monitoring system
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Grid services are better than they have ever been

¥ Conclusion

t

 Opportunities to do science differently or at a larger scale
Many opportunities for collaboration with Mediterranean countries

e Life sciences and health

« Earth sciences
 Climate change
Institut des Grilles du CNRS will pursue active collaboration with

Mediterranean countries
Already active collaborations with developing countries (Senegal, South Africa,

Vietnam)
Involvment in EUMedGrid-Support and EPIKH (see F. Ruggieri’s talk)




¥ Suggestion: an open source toolkit for
'"zi:.‘.zz the modelling of climate change
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« Background: polemics on climate change

* « Last » episod: climategate

 Beyond polemics: lack of consistency between
existing models

* Proposal: build an open source toolkit for the

modelling of climate
 Added value of the open source approach
« Common tool

e Transparency
e Potential consensus

 Grid added value: distributed data collection
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« Grids have different operating
systems or middlewares

 EGEE has glite

 Open Science Grid (USA) has
Globus

« Japanese grid has Naregi
 Most desktop grids use Boinc

* Progress with technology opens
doors to interoperability of grids

Grids are learning to speak to each

GUI / Presentation l

PANDORA Gateway
Workflow Engine |

QSAR Docking | MD | tox | App
3 WS | WS WS | WS | WS

WF optimization

Data repg;itorj

?

Clusters



